Abstract—Short-term electricity demand prediction is of great importance to power companies since it is required to ensure adequate capacity when needed and, in some cases, it is needed to estimate the supply of raw material (e.g., natural gas) required to produce the required capacity. The deregulation of the power industry in many countries has magnified the importance of this need. Research in this area has included the use of shallow neural networks and other machine learning algorithms to solve this problem. However, recent results in other areas, such as Computer Vision and Speech Recognition, have shown great promise for Deep Neural Networks (DNN). Unfortunately, far less research exists on the application of DNN to short-term load forecasting. In this paper, we apply DNN as well as other machine learning techniques to short-term load forecasting in a power grid. The data used is taken from periodic smart meter energy usage reports. Our results indicate that DNN performs quite well when compared to traditional approaches. We also show how these results can be used if dynamic pricing is introduced to reduce peak loading.
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I. INTRODUCTION

Forecasting electrical loads can be split into three groups, short-term forecasting (one hour to a few weeks), medium-term forecasting (a few weeks to a few months) and long-term forecasting (a few months to years). Recently there has been tremendous research done in the area of short-term load forecasting (STLF) [1]. This increase has been partly due to the deregulation of the power industry throughout many countries. STLF can assist many companies and sectors by providing an accurate means to predict future loads which would lead to precise planning, estimates of supplies and determining prices. This leads to decreases in operating cost, increase in profit and a more reliable electricity supply. Over the past decades of research in STLF, there have been numerous models proposed to solve this very pertinent problem. These models have been classified into classical approaches and machine learning based techniques [2].

In recent years, many deep learning methods have been shown to achieve state-of-the-art performance in many research areas: speech recognition [3], computer vision [4] and natural language processing [5]. This promise has not been demonstrated in other areas of computer science due to a lack of thorough research. Deep in this case refers to having a larger number of hidden layers than the traditional Feed Forward Neural Networks. The concept of having multiple layers is not new, however, but only recently was there an efficient way to train and accurately use Deep Neural Networks (DNN). Deep-learning methods are representation-learning methods with multiple levels of representation obtained by composing simple but non-linear modules that each transform the representation at one level (starting with the raw input) into a representation at a higher, slightly more abstract level [6]. With the composition of enough such transformations, very complex functions can be learned.

In this paper we compare deep architectures and traditional methods when applied to our STLF problem and we also provide a comprehensive analysis of numerous deep learning models. We then show how these methods can be used to assist in the pricing of electrical rates. To the best of our knowledge, there are only a handful of papers showing any sort of comparisons and analysis, but they are not very detailed. This work makes use of Stacked Autoencoders, Convolutional Neural Networks, Recurrent Neural Networks and Long-Short-Term Memory for the deep architectures. For traditional methods we consider moving averages, regression trees and support vector regressions. The data is based on one year of smart meter data collected from residential customers. We apply each of the algorithms to the curated data while also noting the corresponding runtimes. Due to differences in electricity usage between the week and the weekend, we then split the data into two new datasets: weekends and weekly data. The algorithms are applied to these new datasets and the results are analyzed. The results show that the deep architectures are superior to the traditional methods, and achieve the lowest error rate but they have the longest run-time.

II. BACKGROUND

A. Traditional Methods

These traditional methods were selected due to their popularity in the literature and usage in the industry.

Weighted Moving Average is used to predict data points by creating a series of averages from previous data points. The weighted moving average (WMA) assigns weights, in the form of coefficients, to each of the historical data points used. Given a dataset where the electrical load at hour $i$ is $y_i$, $y_{i-j}$ represents the lagged electrical load $j$ time steps in the past and $n$ is the maximum number of lagged time steps, we can calculate the WMA. The closer the lagged load is to $y_i$, the more weight is given to that load. Thus, the WMA can be represented as follows:

$$w_j \cdot y_{i-j} = \sum_{j=1}^{n} w_j \cdot y_{i-j}$$
\[ y_{i+1} = \frac{ny_{i-1} + (n-1)y_{i-2} + \ldots + y_{i-n}}{\sum_{k=1}^{n} k} \]  

(1)

For STLF where we can use domain knowledge to create a more useful equation which would remove irrelevant lagged variables. Hence equation 1 can be simplified to:

\[ y_{i+1} = \alpha y_{i-\alpha} + \beta y_{i-b} + \ldots + \gamma y_{i-c} \]  

(2)

where \( \alpha + \beta + \ldots + \gamma = 1 \) and \( a, b \) and \( c \) are specifically chosen lagged time steps using domain knowledge.

**Regression** is a statistical procedure for estimating the relationship between dependent and predictor (independent) variables. It allows us to see how the dependent variable changes with respect to changes with the independent variables. For STLF, we usually use multiple linear regression [7]. If we consider \( n \) observations of one dependent variable, \( y \), and \( m \) independent variables where \( x_{ij} \) is the \( j \)th observation of the \( j \)th independent variable (\( j = 1, 2, \ldots , m \)) we get:

\[ y_i = \alpha_0 + \alpha_1 x_{i1} + \ldots + \alpha_m x_{im} + \epsilon \]  

(3)

Equation 3 is now used to estimate the values of \( \alpha_j \) where \( j = 1, 2, \ldots , m \), and \( \epsilon \), which is the random noise. We can extend equation 3 to represent quadratic regression by adding \( \beta_j x_{ij}^2 \) values for each \( x_{ij} \) variables:

\[ y_i = \alpha_0 + \beta_0 + \alpha_1 x_{i1} + \beta_1 x_{i1}^2 + \ldots + \alpha_m x_{im} + \beta_m x_{im}^2 + \epsilon \]  

(4)

Once the values for \( \alpha_j, \epsilon \) (and \( \beta_j \) for quadratic) are known, we can predict \( y_q \) values given \( x_{qj} \) values, where \( q \) are unknown observations of the dependent variable \( y \).

**Regression Trees** recursively ask one binary question which maximizes the information we get about our target variable \( Y \). This results in a parent node and two child nodes. For a regression tree, \( T \), the most common metric is the sum of squares:

\[ S = \sum_{C \in \text{leaves}(T)} \sum_{i \in C} (y_i - m_c)^2 \]  

(5)

where \( m_c = \frac{1}{n_c} \sum_{i \in C} y_i \) and \( C \) indicates the leaf at which the operation is terminated and \( n_c \) is the number of points in that particular leaf. At each child node, the initial procedure is repeated, asking which question would give us the maximum information about \( Y \). If the largest decrease in \( S \) is less than some threshold, \( \Delta \), or one of the resulting nodes contain less than \( m \) points, the algorithm terminates [8].

**Support Vector Regression (SVR)** is a version of Support Vector Machines which is used for regression. Given \( \{(x_1, y_1), \ldots , (x_n, y_n)\} \subset \mathcal{X} \times \mathbb{R} \), where \( \mathcal{X} \) denotes the space of the input pattern. We need to find a function, \( f(x) \), such that it has at most a fixed deviation, \( \epsilon \), from the actual targets \( y_i \) for all the training data. That is, the primary concern are errors larger than \( \epsilon \) and these errors would not be accepted. Thus for linear functions, \( f \), with \( w \in \mathcal{X} \) and \( b \in \mathbb{R} \),

\[ f(x) = \langle w, x \rangle + b \]  

(6)

where \( \langle \cdot, \cdot \rangle \) is the dot product in \( \mathcal{X} \). - The optimization problem requires \( f \) to be as flat as possible, which means that \( w \) should be as small as possible. This can be done by minimizing the norm \( \|w\|^2 = \langle w, w \rangle \) [9]. Solving this as a convex optimization problem:

\[ \text{minimize} \quad \frac{1}{2} \|w\|^2 \]  

(7)

\[ \text{s.t} \quad y_i - \langle w, x_i \rangle - b \leq \epsilon \quad \text{and} \quad \langle w, x_i \rangle + b - y_i \leq \epsilon \]

Slack variables can be added to equation 7 to allow for errors and to cope with the case where equation 7 is in-feasible [9].

**Multilayer Perceptrons (MLP)** are based off biological neural networks which can be used to approximate functions. A MLP has an input, output and hidden layers which are between the input and output layers. For this subsection we consider only one hidden layer as we will discuss how to utilize many hidden layers in the next subsection.

Suppose there are \( n \) observations with inputs \( x_1, \ldots , x_n \) and desired outputs \( y_1, \ldots , y_n \). We first calculate, \( \hat{y}_h \), the input to the hidden layer, :

\[ \hat{y}_h = \sigma \left( \sum_{i=1}^{n} x_i \times w_{ij} - \theta_j \right) \]  

(8)

where \( w_{ij} \) is the weight associated with input \( i \) and hidden neuron \( j \), \( \theta_j \) is the bias on the \( j \)th neuron and \( \sigma(x) = \frac{1}{1 + e^{-x}} \) which is the sigmoid activation function [10]. Next, the outputs of the MLP, \( \hat{y}_k \) are calculated:

\[ \hat{y}_k = \sigma \left( \sum_{j=1}^{m} x_{jk} \times w_{jk} - \theta_k \right) \]  

(9)

where \( m \) is the number of inputs of neurons, \( k \), in the output layer. The network then adjusts its weights by trying to minimize the error, \( e = \hat{y}_k - y_k \) using the back-propagation algorithm described in [11].

**B. Deep Neural Networks**

Deep Neural Networks (DNN) prove to be more advantageous than MLP networks since they can succinctly represent a significantly larger set of functions. We use a number of these varied architectures and provide a brief explanation of each.

**Stacked Autoencoders (SA)** utilize a stacked architecture, where there is an autoencoder in each layer. An autoencoder is an unsupervised learning algorithm that is trained to reconstruct the input in the output layer, i.e., setting the target values \( y = \{y_1, y_2, \ldots \} \) to be equal to the inputs \( x = \{x_1, x_2, \ldots \} \), \( y_i = x_i \). There are two main parts of the autoencoder: the encoder and the decoder. The encoder maps the input space \( \mathcal{X} \) to a feature space \( \mathcal{F} \), while the decoder maps the feature space \( \mathcal{F} \) to the input space \( \mathcal{X} \). Using one hidden layer, the encoder calculates:
\[ z = \sigma_1(\mathbb{W}x + b) \]  \hspace{1cm} \text{(10)}

and the decoder calculates:

\[ \hat{x} = \sigma_2(\hat{\mathbb{W}}z + \hat{b}) \]  \hspace{1cm} \text{(11)}

where \( \mathbb{W} \) and \( \hat{\mathbb{W}} \) are the weight matrices for the input and output layers and \( \sigma \) is the activation sigmoid function defined in MLP. The loss function for the autoencoder is:

\[ J(x, \hat{x}) = \|x - \hat{x}\|^2 = \|x - \sigma_2(\mathbb{W}(\sigma_1(\mathbb{W}x + b)) + \hat{b})\|^2 \]  \hspace{1cm} \text{(12)}

For a SA, we layer autoencoders one onto the other, where the output of one autoencoder becomes the input of another. A typical MLP can be added to the last autoencoder to perform prediction of time series data.

**Convolutional Neural Networks (CNN)** are another deep learning architecture. They were first developed by Yan LeCun [12]. CNNs exploit spatially local correlation by enforcing a local connectivity pattern between neurons of adjacent layers. In other words, the inputs of hidden units in layer \( m \) are from a subset of units in layer \( m - 1 \). The architecture thus ensures that the learnt filter (i.e. the layers \( m, m + 1 \) etc.) produce the strongest response to a spatially local input pattern. In addition, in CNNs, each filter \( h_i \) is replicated across the entire visual field. These replicated units share the same weight vector and bias and they form a feature map. Gradient descent can still be used to learn such shared parameters, with only a small change to the original algorithm. The gradient of a shared weight is simply the sum of the gradients of the parameters being shared. Additionally, weight sharing increases learning efficiency by greatly reducing the number of free parameters being learnt. A feature map is obtained by repeated application of a function across sub-regions of the entire image, in other words, by convolution of the input image with a linear filter, adding a bias term and then applying a non-linear function. If we denote the \( k \)th feature map at a given layer as \( h^k \), whose filters are determined by the weights \( W^k \) and bias \( b_k \), then the feature map \( h^k \) is obtained as follows (for hyperbolic non-linearities):

\[ h^k_{ij} = \tanh((W^k * x)_{ij} + b_k) \]  \hspace{1cm} \text{(13)}

To form a richer representation of the data, each hidden layer is composed of multiple feature maps, \( \{h^{(k)}, k = 0..K\} \). Another important concept of CNNs is max-pooling, which is a form of non-linear down-sampling. Max-pooling partitions the input into a set of non-overlapping small sub-regions and, for each such sub-region, outputs the maximum value. Max-pooling is useful as it eliminates non-maximal values and it reduces computation for upper layers [13]. Again, a MLP can be added to combine the features and perform prediction of time series. Also, CNN can be combined with other architectures like LSTM [14].

**Recurrent Neural Networks (RNN)** are another architecture. RNNs are neural networks containing feedback loops thus allowing the persistence of information. They consist of units interacting in discrete time via directed, weighted connections with weights \( w_{ij} \), from \( j \) to \( i \). Every unit has an activation \( \hat{y}(t) \) updated at every time step \( t \) (\( t = 1, 2, \ldots \)). An activation, \( \hat{y}^k \), of unit \( i \) is updated by computing its network input sum \( N^k(t) \) where

\[ N^k(t) = \sum_j w_{ij} \hat{y}^j(t - 1) \]  \hspace{1cm} \text{(14)}

and squashing it with a differentiable function (such as the sigmoid function) \( \sigma \) gives:

\[ \hat{y}^k(t) = \sigma(N^k(t)) \]  \hspace{1cm} \text{(15)}

We define learning in RNNs as optimizing a differentiable objective function \( E \), summed over all the time steps of all sequences by adapting the connection weights. \( E \) is based on supervised targets \( y^K \), where \( k \) indexes the output units of the network with activation \( \hat{y}^k \). An example is the squared error objective function:

\[ E(t) = \frac{1}{2} \sum_k e_k(t)^2 \]  \hspace{1cm} \text{(16)}

where \( e_k = y^k(t) - \hat{y}^k(t) \) which is the external error. \( E(t) \) represents the error at time \( t \) for one sequence component called a pattern. For a typical dataset consisting of sequences of patterns, \( E \) is the sum of \( E(t) \) over all patterns of all sequences. A gradient descent learning algorithm for RNNs, computes the gradient of \( E \) with respect to each weight \( w_{ij} \) to determine the weight changes \( \delta w_{ij} \):

\[ \delta w_{ij}(t) = -\alpha \frac{\partial E(t)}{\partial w_{ij}} \]  \hspace{1cm} \text{(17)}

where \( \alpha \) is the learning rate [15].

**III. Analysis**

**A. Data Description**

Our dataset consists of hourly samples over a the period of a year and consisted of 18 features. The dataset was broken into 3 parts for training, validation and testing of size 65%, 15%, 20% respectively. The readings were recorded at hourly intervals throughout the year. Some of the features were electrical load readings for the previous hour, the previous two hours, the previous three hours, the previous day same hour, the previous day previous hour, the previous day previous two hours, the previous 2 days same hour, the previous 2 days previous hour, the previous 2 days previous two hours, the previous week same hour, the average of the past 24 hours and the average of the past 7 days. The rest of the features (which do not contain electrical load readings) are the day of the week, hour of the day, if it is a weekend, if it is a holiday, temperature and humidity. These features were selected as they are the norm for STLF. In addition, the total electrical load in
this paper does not change significantly throughout the year, since the households are located in a tropical country where the temperature remains fairly constant throughout the year.

**B. Method**

As a preprocessing step, the data is cleaned and scaled to zero mean and unit variance. All traditional methods use cross-validation to determine appropriate values for the hyper-parameters. Random grid search was used to determine the hyper-parameters for the deep learning methods.

Several baseline algorithms were chosen. They include the Weighted Moving Average (WMA) where

\[ y_{t+1} = \alpha y_t + \beta y_{t-167} \]

with \( \alpha = 0.05 \) and \( \beta = 0.95 \), Multiple Linear Regression (MLR) and quadratic (MQR), Regression Tree (RT) with the minimum number of branch nodes being 8, Support Vector Regression (SVR) with a linear kernel and the Mean Absolute Percentage Error (MAPE) defined as:

\[ \text{MAPE} = \frac{100}{n} \sum_{t=1}^{n} \frac{|y_t - \hat{y}_t|}{y_t} \]  

(18)

where \( n \) is the number of data points, \( t \) is the particular time step, \( y_t \) is the target or actual value and \( \hat{y}_t \) is the predicted value.

In order to determine the cost of the prediction errors (i.e. whether the prediction is above or below the actual value) the Mean Percentage Error (MPE) is used, which is defined as:

\[ \text{MPE} = \frac{100}{n} \sum_{t=1}^{n} \frac{y_t - \hat{y}_t}{y_t} \]  

(19)

**C. Numerical Results**

We first look at the baseline methods, (with the exception of MLP) in Table I. From the table we see that MLR performs the worst, with a MAPE of 24.25%, which would indicate that the problem is not linear (this is later confirmed by

Looking at the 200 epocs column, we see that DNN-W3 performs the best with a MAPE of 2.64%. On the other hand, the most stable architecture is the DNN-SA with a MAPE
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**Figure 1. Actual vs Predicted Loads**

However, the RT algorithm outperforms the rest of the methods by a noticeable margin. This shows that the problem can be split into some discrete segments which would accurately forecast the load. This can be confirmed by looking at the load in Figure 1 - it is clear that depending on the time of day, there is significant overlap of the value of the load between days. Thus, having a node in the RT determining the time of day would significantly improve accuracy. The runtime for these algorithms was quite short with WMA taking the longest due to the cross-validation step where we determined all possible coefficients in steps of 0.05.

Due to the typically long running time of DNN architectures, the algorithms were restricted to 200 and 400 epochs. From Table II, there is a clear difference when looking at the 200 epochs and the 400 epochs MAPE columns, as most of the algorithms have a lower MAPE after running for 400 epochs when compared with 200 epochs. This is especially true for the DNN-SA which saw significant drops in the MAPE. The MLP did not perform the worst in both epochs but it was always in the lower half of accuracy. This indicates that the shallow network might not be finding the patterns or structure of the data as quickly as the DNN architectures. However, it outperformed RT in both the 200 and 400 epochs. This alludes to the fact that the hidden layer is helping to capture some of the underlying dynamics that a RT cannot.

Looking at the 200 epochs column, we see that DNN-W3 performs the best with a MAPE of 2.64%. On the other hand, the most stable architecture is the DNN-SA with a MAPE

**Table I**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>MAPE</th>
<th>MPE</th>
<th>Time(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WMA</td>
<td>9.51</td>
<td>-1.96</td>
<td>100</td>
</tr>
<tr>
<td>MLR</td>
<td>24.25</td>
<td>-1.47</td>
<td>1</td>
</tr>
<tr>
<td>MQR</td>
<td>12.91</td>
<td>-7.63</td>
<td>7</td>
</tr>
<tr>
<td>RT</td>
<td>7.23</td>
<td>-1.71</td>
<td>15</td>
</tr>
<tr>
<td>SVR</td>
<td>13.65</td>
<td>3.16</td>
<td>19</td>
</tr>
</tbody>
</table>

**Table II**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>200 Epocs</th>
<th>400 Epocs</th>
</tr>
</thead>
<tbody>
<tr>
<td>MAPE</td>
<td>Time(s)</td>
<td>MAPE</td>
</tr>
<tr>
<td>MLP</td>
<td>5.62</td>
<td>-6.52</td>
</tr>
<tr>
<td>DNN-W3</td>
<td>4.40</td>
<td>-5.36</td>
</tr>
<tr>
<td>DNN-W5</td>
<td>5.71</td>
<td>-6.17</td>
</tr>
<tr>
<td>RNN</td>
<td>2.97</td>
<td>-1.23</td>
</tr>
<tr>
<td>DNN-SA3</td>
<td>2.88</td>
<td>-0.23</td>
</tr>
<tr>
<td>DNN-SA4</td>
<td>2.92</td>
<td>0.91</td>
</tr>
<tr>
<td>CNN</td>
<td>5.23</td>
<td>0.89</td>
</tr>
<tr>
<td>CNN-LSTM</td>
<td>5.36</td>
<td>-1.26</td>
</tr>
<tr>
<td>DNN-SA</td>
<td>5.74</td>
<td>-3.85</td>
</tr>
<tr>
<td>DNN-W</td>
<td>3.15</td>
<td>-3.53</td>
</tr>
</tbody>
</table>

1. https://github.com/smhosein/deep_learning_stlf
consistently less than 3%. This robustness is shown when the epocs are increased to 400 where the DNN-SA architecture outperforms all the other methods (both the baseline and deep methods). The pretraining certainly gave these methods a boost over the methods—especially due to the short training time of the DNNs—as it guides the learning towards basins of attraction of minima that support better generalization from the training data set [16]. RNNs and to an extent LSTM have an internal state which gives it the ability to exhibit dynamic temporal behavior. However, they require a much longer time to compute which is evident in Table II, as these methods had trouble mapping those underlying dynamics of the data in such a small number of epocs. CNNs do not maintain internal state, however with load forecasting data, one can expect a fair amount of auto-correlation that requires memory. This could explain their somewhat low but unstable MAPE for 200 and 400 epocs.

Taking both tables into consideration, most of the DNN architectures vastly outperform the traditional approaches, but DNNs require much more time to run and thus there is a trade-off. For STLF, which is a very dynamic environment, time cannot be wasted on waiting for a new model to complete its training stage. Hence, this is another reason we limited the number of epocs to 200 and 400. Table II shows that limiting the epocs did not adversely affect many of the DNN architectures as most were able to surpass the accuracy of the traditional methods (some by a lot). When selecting a model, one would have to determine if the length of time to run the model is worth the trade-off of selecting a slightly less accurate model but with a much shorter running time.

D. Daily Analysis

We know that people have different electrical usage patterns on weekdays when compared to weekends. This difference can be seen in Figure 2 which illustrates usage for a sample home. This household uses more energy during the weekdays than on weekends. There are electrical profiles that may be opposite, i.e., where the weekend electrical load is more. Whatever the scenario, there are usually different profiles for weekdays and weekends.

To see how our models handle weekdays and weekends, we took the results gathered in section III-C and calculated the average MAPE for each day of the week in the test set (the 400 epoc models was used for the DNNs calculations). The average for each day of the week is tabulated in Table III. From the table, it is clear that most of the DNN algorithms have their lowest MAPE during the week. This is indicative that the patterns for weekdays are similar and as a result have more data. By having more data, DNNs are better able to capture the underlying structure of the data and thus are able to predict the electrical load with greater accuracy. Weekend predictions have a higher MAPE since DNNs require a lot of data to perform accurate predictions and for weekends this data is limited. The WMA and MQR seem to have their best day on Sunday, but have a very poor MAPE for the rest of the days. This indicates that the models have an internal bias towards Sunday and as a result fail to accurately predict the values for other days. It is clear, again, that DNN outperform the traditional methods.

E. Mean Percentage Error

In this particular domain, an electricity provider will also be interested in changes of electrical load, as opposed to absolute error in order to adjust generation accordingly, mostly because starting up additional plants takes time. This is why the Mean Percentage Error (MPE) was used. The MPE would tell that a model with a positive value “under-predicts” the load while a negative value “over-predicts” the actual value and they can then adjust their operations accordingly.

Many of the traditional methods had predicted more electrical load than the actual load, including MLP. However, most of the DNNs have under-predicted the load value. Looking at

### TABLE III

**DAILY MAPE VALUES**

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Sun</th>
<th>Mon</th>
<th>Tue</th>
<th>Wed</th>
<th>Thu</th>
<th>Fri</th>
<th>Sat</th>
</tr>
</thead>
<tbody>
<tr>
<td>WMA</td>
<td>5.71</td>
<td>10.05</td>
<td>8.87</td>
<td>10.24</td>
<td>10.74</td>
<td>10.37</td>
<td>10.67</td>
</tr>
<tr>
<td>MLR</td>
<td>65.46</td>
<td>27.61</td>
<td>12.55</td>
<td>11.39</td>
<td>9.01</td>
<td>9.38</td>
<td>35.59</td>
</tr>
<tr>
<td>RT</td>
<td>7.45</td>
<td>5.99</td>
<td>7.63</td>
<td>7.37</td>
<td>5.98</td>
<td>7.26</td>
<td>8.87</td>
</tr>
<tr>
<td>SVR</td>
<td>20.70</td>
<td>12.96</td>
<td>10.73</td>
<td>11.53</td>
<td>11.63</td>
<td>10.90</td>
<td>17.40</td>
</tr>
<tr>
<td>MLP</td>
<td>5.18</td>
<td>4.62</td>
<td>4.43</td>
<td>4.27</td>
<td>4.31</td>
<td>4.70</td>
<td>4.34</td>
</tr>
<tr>
<td>DNN-W3</td>
<td>2.95</td>
<td>1.88</td>
<td>2.12</td>
<td>2.49</td>
<td>2.54</td>
<td>2.46</td>
<td>3.12</td>
</tr>
<tr>
<td>DNN-W4</td>
<td>6.67</td>
<td>5.45</td>
<td>5.25</td>
<td>4.88</td>
<td>4.61</td>
<td>5.65</td>
<td>5.83</td>
</tr>
<tr>
<td>DNN-W5</td>
<td>7.23</td>
<td>5.53</td>
<td>5.56</td>
<td>6.14</td>
<td>6.13</td>
<td>5.81</td>
<td>5.48</td>
</tr>
<tr>
<td>DNN-SA3</td>
<td>2.29</td>
<td>1.84</td>
<td>1.76</td>
<td>1.97</td>
<td>1.87</td>
<td>2.03</td>
<td>2.35</td>
</tr>
<tr>
<td>DNN-SA4</td>
<td>2.67</td>
<td>2.19</td>
<td>2.00</td>
<td>2.14</td>
<td>2.27</td>
<td>2.55</td>
<td>2.82</td>
</tr>
<tr>
<td>DNN-SA5</td>
<td>2.28</td>
<td>1.47</td>
<td>1.63</td>
<td>1.93</td>
<td>1.60</td>
<td>1.76</td>
<td>2.22</td>
</tr>
<tr>
<td>RNN</td>
<td>5.38</td>
<td>5.30</td>
<td>4.41</td>
<td>5.14</td>
<td>5.11</td>
<td>5.35</td>
<td>5.45</td>
</tr>
<tr>
<td>RNN-LSTM</td>
<td>4.25</td>
<td>4.34</td>
<td>4.96</td>
<td>4.55</td>
<td>5.64</td>
<td>6.97</td>
<td>6.13</td>
</tr>
<tr>
<td>CNN-LSTM</td>
<td>7.79</td>
<td>6.86</td>
<td>6.04</td>
<td>6.05</td>
<td>5.65</td>
<td>6.44</td>
<td>6.21</td>
</tr>
<tr>
<td>CNN</td>
<td>6.39</td>
<td>4.20</td>
<td>4.27</td>
<td>3.32</td>
<td>3.87</td>
<td>4.18</td>
<td>5.03</td>
</tr>
</tbody>
</table>
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Fig. 2. Electrical Profiles
the best in Table II, DNN-SAs MPE values (for 400 epocs), they are all under 1% and positive, which indicates that it under-predicts the value. However, one should not use the MPE alone. An example is RNNs which have a low positive MPE, however it’s MAPE in both epocs is around 5%. This indicates that RNN had a slightly larger sum of values that “under-predicts” than “over-predicts”, but its overall accuracy is not as good as other deep architectures.

F. Applications to Energy Efficiency

Using the results from STLF (MAPE and MPE), a company can now accurately predict upcoming load. This would mean that a power generating company, can now produce energy at a much more precise amount rather than producing a lot of excess energy that would be wasted. Since most of these companies use fossil fuels which are non-renewable sources of energy, we would be conserving them as well as reducing levels of carbon dioxide released into the atmosphere and the toxic byproducts of fossil fuels.

Another benefit of accurate load forecasting is that of dynamic pricing. Many residential customers pay a fixed rate per kilowatt. Dynamic pricing is an approach that allows the cost of electricity to be based on how expensive this electricity is to produce at a given time. The production cost is based on many factors, which in this paper, is characterized by the algorithms for STLF. By having a precise forecast of electrical load, companies now have the ability to determine trends, especially at peak times.

An example of this would be in the summer months many people may want to turn on their air conditioners and thus electricity now becomes expensive to produce as the company could have to start up additional power generating plants to account for this load. If the algorithms predict that there would be this increase in electrical load around the summer months, this would be reflected in the price that consumers would need to pay. Now, many people would not want to keep their air conditioner on all the time but use it only when necessary. Taking this example and adding on washing machines, lights and other appliances, we can see the immense decrease in energy that can be achieved on the consumer side.

IV. Related Work

The area of short-term load forecasting (STLF) has been around for many decades but deep learning has only recently seen a surge of research into its applications. Significant research has been focused on Recurrent Neural Networks (RNNs). In the thesis by [17], RNNs was used to compare other methods for STLF. These methods included modifications of MLP by training with algorithms like Particle Swarm Optimization, Genetic Algorithms and Artificial Immune Systems. Two other notable papers that attempt to apply DNN for STLF are [18] and [19]. In [18], they compare Deep Feedforward Neural Networks, RNNs and kernelized regression. In the paper by [19] a RNN is used for forecasting loads and the result is compared to a Feedforward Neural Network.

V. Conclusion

There has been significant success using deep learning for other applications, but this has not yet been illustrated for applications in the power sector. In this paper, we show comparisons of DNN and traditional approaches when applied to short term load forecasting. The results indicate that certain DNN architectures achieve greater accuracy than traditional methods. Even when the results for weekdays and weekends were analyzed, we see that DNNs still outperform traditional methods. However, DNN still suffers from long computational times but we showed that even by having a small number of epocs, DNN architectures are still preferable. Given these detailed comparisons, electrical companies can now make more informed and accurate decisions about their projected load and pricing among others.
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